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The figures in the margin indicate full marks
Jor the questions

1. Answer the following questions (any ten) :
1x10=10
OI PR TeR o (R v wah)

fa) What is a standard normal variate?

el e 359 6 2
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(b)

(©

(d

(e)

(2)

When do we use F-test?

I F-*R=F (Ffem I9ze Fd 7

What is meant by scaling?

“Af331e1 e B w2

When does specification error arise?

Row Reea &b @fom Tea =2

If the error term is not distributed
normally with 62 variance, what type of
problem may arise?

I FfB Mo TR A [| wgRe o2 fewor
%Y (TCHE T (IR AR Tl T 7

Why are there two regression lines?

Ol AT (9 6 A ?

(g) What is adjusted R??

22A/1121

wfeaee R? %7
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(k)

Ui

(m)
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({3)

When does type-II error occur?

-1l F6 fem e = ?

Why do we add a random term in a
linear regression model?

3R e wnfd gbre B om oo B ane
FNF?

What is meant by degrees of freedom?
FoFOR 41 qfiea & ey 0

If E{U,U/) # 0, which problem does arise
in a linear regression model

401 (3RT ST @9 Y; = +BX, +U,S W
EUU{) #0 =, (3012’ & 5Tpm Teq 237

What 1s the relation between correlation
and regression coefficients?

ST WF TR A2 TS 9 $ 2

What is critical region?

1RG5 S 3 2
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(4)

(n} State the expression for normal
distribution.
YR IGT @RS FF A ?

fo) What is the difference between error
sum of square and explanatory sum of
square?
T R T WE JRFE R AT
TS 143 o |

Answer any five of the following questions :
2x5=10

wors i R (@i #ioet 29] Few fawr

(a) Write two uses of Student’s
t distribution.
Student’s t e 751 IARF &4 |

(b) Distinguish between type-1 error and
type-Il error.

bl B W Sl FhR A e
foran 1

{c) Define coefficient of determination in a
two-variable linear regression model.
W S (AR STHRE WS I SNF
it fran |

{d) What is partial regression coefficient?
i T BE 2
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(5)

fe) Distinguish between multicollinearity
and autocorrelation.

TTTDTTR WE FICSRE TS 14 foray
(i Write two assumptions of F-test.
F-5{3rseq 157 Sfeqraen ford |
fg) What are errors in variables?

5o oo & 1%

(h) Give two reasons for arising multi-
collinearity problem,

ADTDTER T T (AR 1 PR foreq

3. Answer any four of the following questions :

5x4=20

worq R (e oifAG! =pe See T4

(a) Explain diagrammatically the area
property of normal distribution.

YR B9 T (IPBICE OaT SEES SICEn
F4 1

{p) What are the properties of a good
estimator? Explain.

51 ToT SEEFFIAR (AREFTR A 991 |

{c) Explain the assumptions regarding the
stochastic term of the linear regression
model ¥; =a+BX,; +U;.

Y, =a +pX, +U, BRI Smma W @b
AT SISLRCI 4 T |
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( 6) (7)

(dj Explain the concept of confidence 4. Answer any four of the following questions :
interval. 10%4=40

FrgT SR (IATREI SCEATE 9 | W@ﬁmﬁ@mwﬁﬁmwmz

e) What is a dummy variable? What is its faj Whatisa norma! distribution? What are
importance in statistical inference? its usefulness? Assume that family
2+3=5 incomes are normally distributed with
AR verw e R I ARG SRS y=1600 and ©=200. What is the
T BTG SCAGA P | probability that a family picked up at
random will have income (1) between
0 i i d
{) Distinguish between individual and 1500 and 1800, (i) below 1500 an
ioint functional form of regression (ifi) above 20002
T el 8 (0 <Z <1=0-3413),
’ (0 < Z<0-5=0-1919 2+2+6=10
sape wiFe UReUS W A T AES
oo ol | e 957 f 7 TR TRy e aR G
e R W u=1600 W< ¢ =200
{g) Explain how the omission of relevant e Eeee R H wW 1500 L
variable can create 2 problem in 18009 foeds @«, fu) 15003 e (T
regression analysis. e (i) 20009 @RS W R RGeS
e Romee oPfe e AW S Sfered |
CETALALT PR T8 2, AL 90 [(0<Z<1=0-3413),
0<Z<05 =0-1915]
(h) What are the methods of detecting
heteroscedasticity? Explain any two of
them. (b} Distinguish between null hypothesis
frqufiver Sferea ’f'ﬁﬁﬂ‘[i % & @R R and alternative hypothesis. When do we
CHTCA 01 T 6 use chi-square distribution? A random
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(c)

(d)
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(8]

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70?7 [Tabulated value of
t =2-78 corresponding to (n-1) d.f]

2+3+5=10

ol ISP S LI A e 1
for1 1 Chi-f Roga fom 92”41 w42
@B! AN 5 o WY T WWIHCSE @Rl
2’7 | (T4 w99 AM 80, 40, 50, 90,
HIF 80 T, & S/YRIW MYET T 70 Il
of¥e S 2

[(n—1) d.£3 o7 “isfexm M4 t = 2- 78]

State and prove Gauss-Markov theorem
for B, in linear regression model
Y; =B +B1X; +U;, where B, and B, are
parameters and U; is stochastic term.
V; =Bp +B X, +U, TRET (IR HAKES
I-TRFS OGOl TS WEF AN 1 I’ B,
HIE B AT W E U, T oW = |

How to measure the standard errors of
regression estimator? Explain the
concepts of hypothesis testing and
forecasting.
SRS MUY @6 (oA ol w2
AT R F HEPR (RACIE 0

EZIN

10

2+4+4=10

{ Continued )

e}
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(9)

In a three-variable linear regression
model !’t =B0 +|31X1! +B2X2t +Ut’
estimate the parameters Bg, By, Bs-

0 M e G i B L G
et T’ FEge FYrEE
Y; =Bg +B1 Xy +BoXz + U™ Po, By, B2
2{TbeT 2 |

A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

Y=o +B1 X +Pa X +U
Compute the least square estimates

including interrupt term from the
following observations :

Output (Y) Labours (X)) Machines (X5)
40 46 24
42 60 15
37 >4 12
50 50 50
36 42 19
Apply the least square method to
estimate the parameters.

% T oRFCT AW W WFE TomE
TeofTeTe SR R T PR | 9B AR

10

10
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(g)

()

fi
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( 10 )

W YV =Py +B, Xy +PpXy +UR SRS
fiwey e ARPRIEE GReR ©9R” @
Sfere :

Teofrd (Y) (X)) 7T {X5)
40 46 24
42 60 15
37 54 12
50 50 50
36 42 19
Aoy 2of @i Fe2e FR AraER Sins |

What are the sources of auto-
correlation? Describe Durbin-Watson

D test, 4+6=10
TR R TOPIE [ 7 Ui eanes

D 37! =W 40 |

Explain the consequences of multi-
collinearity. 10

FR-ATTINT ASIT HICEAT-H 41 |

How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature

of the heteroscedasticity is known?

5+5=10

SIS REFRvE (T 4O’ (A 7 3
it oS we =W @@ T
@ WEER R 2

{ Continued )

)
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( 11 )

Explain how specification error may

arise if irrelevant variable is included in

a lmear regression model. Explain the

consequences of specification error.
4+6=10

e e w1 Reds Read @6 comea

Teq = 7 G o7 ST e 4 !

* &k
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